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TRAINING AND LOSS

• Training a model simply means 
learning (determining) good values for 
all the weights and the bias from labeled 
examples

• In supervised learning, a machine 
learning algorithm builds a model by 
examining many examples and 
attempting to find a model that 
minimizes loss; this process is 
called empirical risk minimization

TRAINING AND LOSS

• Loss is the penalty for a bad prediction. 
That is, loss is a number indicating how 
bad the model's prediction was on a single 
example

• If the model's prediction is perfect, the 
loss is zero; otherwise, the loss is greater

• The goal of training a model is to find a set 
of weights and biases that have low loss, 
on average, across all examples
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TRAINING AND LOSS

• For example, Figure shows a high loss 
model on the left and a low loss model on 
the right.

LOSS FUNCTION
• A mathematical function

• A Loss function

– that would aggregate the individual losses 

in a meaningful fashion.
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LOSS FUNCTION

REDUCING LOSS
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LOSS FUNCTION

REDUCING LOSS
More substantial approach
To do this is
Gradient Descent
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REDUCING LOSS

• The green hand-wavy box entitled "Compute 

parameter updates." the algorithmic fairy 

dust can be replaced with something more 

substantial

• Gradient Descent

REDUCING LOSS
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REDUCING LOSS

REDUCING LOSS-LEARNING RATE

• The gradient vector has both a direction and

a magnitude

• Gradient descent algorithms multiply the

gradient by a scalar known as the learning

rate (also sometimes called step size) to

determine the next point
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REDUCING LOSS-LEARNING RATE

REDUCING LOSS-LEARNING RATE
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REDUCING LOSS-LEARNING RATE

NN 1 251

Gradient Descent

D={<(1,1),1>,<(-1,-1),1>,
<(1,-1),-1>,<(-1,1),-1>}

(w1,w2)

(w1+w1,w2 +w2)
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TRAINING PROCEDURE

It involves three stages:

 Feed-forward of the input training pattern

 Calculation and Backpropagation of the

associated error

 Adjustment of the weights

Gradient Descent- ANN Training 
Algorithm
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Incremental Gradient Descent

)) E(w(n)ofgradient ()w(n)1n(w 

• start from an arbitrary point in the weight space

• the direction in which the error E of an example (as a 
function of the weights) is decreasing most rapidly is 
the opposite of the gradient of E:

• take a small step (of size ) in that direction
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Supervised Learning

• The aim is to minimize the operation error of 
the network.

• Perceptron learning 
rule(applicable to a single neuron)

• Back-propagation 
algorithm (applicable to 
feed-forward ANNs)
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Weights Update Rule

• Computation of Gradient(E): 

• Delta rule (update rule) for weight update:
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Gradient Descent
• Train wi’s such that they minimize squared error

– E[w1,…,wm] = ½ dD (td-od)2

Gradient:

E[w]=[E/w0,… E/wm] 

w=- E[w]

wi=- E/wi

= - /wi 1/2d(td-od)2

= - /wi 1/2d(td-i wi xi)2

= - d(td- od)(-xi)
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TYPES OF GRADIENT DESCENT

• Batch mode : gradient descent

w=w -  ED[w] over the entire data D

ED[w]=1/2d(td-od)2

• Incremental mode: gradient descent

w=w -  Ed[w] over individual training examples d

Ed[w]=1/2 (td-od)2

IGD approximate BGD arbitrarily closely if  is small

TYPES-TWO EXTREME CASES

• Batch is the total number of examples to calculate the

gradient in a single iteration,

– The batch has been the entire data set

• At Google scale, data sets contain billions of examples &

huge # of features

– Consequently, a batch is enormous causing even a single

iteration to take a long time to compute
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SGD AND MINI-BATCH SGD

• Redundancy becomes more likely as the 

batch size grows with lesser predictive value 

at the cost of smoothing out noisy gradients

• The right gradient can be estimated noisily 

on average for much less computation by 

choosing examples at random from data set

SGD AND MINI-BATCH SGD

• SGD takes this idea to the extreme--it uses 

only a single example (a batch size of 1) per 

iteration

• Given enough iterations, SGD works but is 

very noisy. The term "stochastic" indicates 

that the one example comprising each batch 

is chosen at random
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SGD AND MINI-BATCH SGD

• Mini-batch SGD is a compromise between 

full-batch iteration and SGD 

• A mini-batch is typically between 10 and 

1,000 examples, chosen at random

• Mini-batch SGD reduces the amount of noise 

in SGD but is still more efficient than full-

batch

LMS learning algorithm 
(gradient descent of error)

n=1;

initialize w(n) randomly;

while (E_tot unsatisfactory and n<max_iterations)
Select an example (x(n),d(n))

n = n+1;

end-while;

 = learning rate parameter (real number)

A modification uses 
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1. Gradient descent refers to the method 

to hunt for the minimum-cost solution

2. It can use any particular cost function

3. LMS is a specialization using MSE

cost function
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MATLAB/PYTHON VARIATIONS OF 
GRADIENT DESCENT ALGORITHM

• Traingd
– Gradient descent backpropagation

– net = feedforwardnet(3,'traingd')

MATLAB/PYTHON VARIATIONS OF 
GRADIENT DESCENT ALGORITHM

• Traingd
– Gradient descent backpropagation

– net = feedforwardnet(3,'traingd')
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MATLAB/PYTHON VARIATIONS OF 
GRADIENT DESCENT ALGORITHM

• traingdm

• Gradient descent with momentum 
backpropagation
– net = feedforwardnet(3,'traingdm')

MATLAB/PYTHON VARIATIONS OF 
GRADIENT DESCENT ALGORITHM

• traingda
– Gradient descent with adaptive learning rate 

backpropagation
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MATLAB/PYTHON VARIATIONS OF 
GRADIENT DESCENT ALGORITHM

• traingdx
– Gradient descent with momentum and adaptive 

learning rate backpropagation
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MATLAB/PYTHON VARIATIONS OF 
GRADIENT DESCENT ALGORITHM

• trainlm
– Levenberg-Marquardt backpropagation
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